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Introduction Recent research has used measures of complexity generated by computational models to predict 
human processing effort as measured in behavioral and neurophysiological experiments, ([2,4,5,6,9] among 
others). For ostensibly practical reasons, these models often rely on simplifying grammatical assumptions. For 
example, many are defined over structures from the Penn Treebank II which, while an impressive annotation 
scheme, is still far from the grammars that syntacticians propose to account for patterns in natural language. 
Though there is emerging consensus that natural languages are at least mildly context sensitive ([12,14]), the 
dominant, if implicit assumption in both computational and psycholinguistics is that simplified context free 
grammars are adequate approximations for theories of processing (but cf. [7]). However, while significant 
research has examined the degree to which different parsing strategies match human parsing performance (e.g., 
[1,10,13]), the effect of grammar (even within a particular class) on estimates of processing complexity has not 
been systematically investigated. 

Methods We directly compared the impact of grammar on estimated processing complexity for a 12 minute 
English narrative. We used two grammars: One generated by an automated parser ([3]) trained on Wall Street 
Journal corpora annotated according to the Penn Treebank 2 schema (hereafter Penn), and one manually 
constructed by a trained linguist in the Minimalist Grammar framework ([11]) and represented as an X-bar schema 
(hereafter Xbar). The XBar grammar includes head movement (making it non-context free), A and A-bar 
movement, left and right adjunction, vp and pp shells, and Kaynian relative clauses ([8]). The impact of grammar 
was contrasted against the impact of parsing strategy using two stack-based strategies: Top-Down (TD) and 
Bottom-Up (BU). A TD strategy builds the root node first and is fully incremental and predictive whereas the BU 
strategy makes no predictions at all. Rather, it waits for all daughters to be complete before projecting a mother 
node. For each lexical item n, we calculated the number of nodes built between items n and n − 1 as our 
complexity measure. 

Results Across parsing strategies, the incremental complexity of the Penn grammar is not systematically 
correlated with the complexity of the Xbar grammar (rTD = 0.14, rBU = −0.19), suggesting that grammatical 
assumptions have a large impact on parsing complexity. Furthermore, we observe an interaction between parsing 
strategy and grammar choice such that TD and BU measures over the Xbar grammar are highly correlated (rXbar = 
0.64), i.e., make similar predictions for human processing effort, but make very different predictions over the Penn 
grammar (rPenn = 0.12). 

Conclusion The degree to which parsing strategies make different predictions for human processing effort is in a 
large part a function of grammar choice. Indeed, in the fragment of English we considered, the impact of grammar 
choice matches or exceeds the impact of parsing strategy on estimates of processing complexity. This finding 
shows that even for a single, fixed corpus and a fixed parsing strategy, the choice of grammar is extremely 
important: a treebank grammar predicts different, and under some circumstances opposite, parse complexities 
from a standard Xbar grammar. 
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